
WOMEN IN IT SECURITY

UNCERTAINTY QUANTIFICATION

BAYESIAN NEURAL 
NETWORKS

ADVERSARIAL  
ROBUSTNESSSI

N
A

 D
Ä

U
BE

N
ER

Sina Däubener is a PhD student at the Chair for Machine Learning at Ruhr-Universität 
Bochum (RUB), within the Cluster of Excellence CASA. Within her research, she investi- 
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